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Recent research has suggested that dynamic emotion recognition involves strong audiovisual associa-
tion; that is, facial or vocal information alone automatically induces perceptual processes in the other
modality. We hypothesized that different emotions may differ in the automaticity of audiovisual associa-
tion, resulting in differential audiovisual information processing. Participants judged the emotion of a
talking-head video under audiovisual, video-only (with no sound), and audio-only (with a static neutral
face) conditions. Among the six basic emotions, disgust had the largest audiovisual advantage over the
unimodal conditions in recognition accuracy. In addition, in the recognition of all the emotions except
for disgust, participants’ eye-movement patterns did not change significantly across the three conditions,
suggesting mandatory audiovisual information processing. In contrast, in disgust recognition, partici-
pants’ eye movements in the audiovisual condition were less eyes-focused than the video-only condition
and more eyes-focused than the audio-only condition, suggesting that audio information in the audiovi-
sual condition interfered with eye-movement planning for important features (eyes) for disgust. In addi-
tion, those whose eye-movement pattern was affected less by concurrent disgusted voice information
benefited more in recognition accuracy. Disgust recognition is learned later in life and thus may involve
a reduced amount of audiovisual associative learning. Consequently, audiovisual association in disgust
recognition is less automatic and demands more attentional resources than other emotions. Thus, audio-
visual information processing in emotion recognition depends on the automaticity of audiovisual associ-
ation of the emotion resulting from associative learning. This finding has important implications for
real-life emotion recognition and multimodal learning.
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Emotion recognition is of vital importance in daily human inter-
action. It demands both temporal and spatial attention, and both
emotional facial and vocal information play an important role
(Young, 2018; Young et al., 2020). Thus, real-life emotion recog-
nition involves audiovisual processing of dynamic information.
However, most previous studies on emotion recognition focused
on the processing of unimodal, static images of facial expressions.

While these studies have consistently shown that the recognition
of different facial expressions involves different diagnostic fea-
tures as reflected in eye movements (Schurgin et al., 2014), it
remains unclear whether it applies as well to dynamic emotion rec-
ognition. In particular, when both emotional visual and auditory
information are available, they can both contribute to the recogni-
tion and their association can be learned. This association is shown
to interact with the attentional mechanisms, including both bot-
tom-up and top-down attention. For example, temporally and
spatially aligned multisensory information enhances saliency,
suggesting that associated multisensory information facilitates bot-
tom-up attention (Van der Burg et al., 2008). Similarly, a congru-
ent cross-modal stimulus is shown to enhance selective attention
to competing alternatives in the perception of ambiguous audiovi-
sual stimuli (Van Ee et al., 2009). Also, audiovisual integration of
speech (i.e., the classic McGurk effect where incongruent informa-
tion in one modality alters the perception of information in another
modality) was reduced when the amount of attentional resources
available was low (Alsius et al., 2005). These findings suggest the
involvement of top-down attention in audiovisual information
processing. Talsma et al. (2010) argued that top-down attention
plays an important role in multisensory information processing
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when there is competition for attentional resources among multiple
stimuli within each modality as selective attention is required to
associate appropriate stimuli for the processing. This scenario
applies well to emotion recognition, where selective attention is
required for selecting diagnostic features from both emotional face
and voice stimuli. Thus, the competition for attentional resources
between the two modalities can influence recognition performance.
This competition may be reflected in eye-movement planning
behavior for diagnostic facial features. Indeed, eye movements eli-
cited during an auditory attention task were shown to be predictive
of attentional engagement and cued sound location (Braga et al.,
2016), suggesting shared neural mechanisms between auditory and
visual attention systems. Consistent with this finding, Zheng, Ye,
and Hsiao (2022) showed that when watching documentary videos,
participants who focused at the center of the screen as opposed to
looking more frequently to different screen locations had a better
comprehension of the auditory narratives.
Accordingly, in emotion recognition, simultaneous presentation

of face and voice information may induce competition for atten-
tional resources, influencing selective attention to diagnostic fea-
tures in both modalities. Consequently, as compared with viewing
only emotional face stimuli, the addition of emotional voice infor-
mation may make participants look less often to diagnostic facial
features for recognition, and their recognition performance may be
associated with how well they can attend to diagnostic facial fea-
tures with concurrent processing of emotional voice information.
Nevertheless, previous research has suggested a strong audiovi-

sual association in emotion recognition; that is, emotional facial or
vocal information alone may automatically induce perceptual
processes in the other modality. For example, using a McGurk-like
paradigm that was adapted to emotional incongruencies, De
Gelder and Vroomen (2000) showed that the judgment of emo-
tional face information was biased by incongruent emotional voice
information and vice versa. This phenomenon may be because
emotional experience can change frequently over time and is mul-
timodal in nature; thus, there is a high demand on using both emo-
tional face and voice information for recognition, resulting in
strong audiovisual association (Young, 2018; Young et al., 2020).
Indeed, multimodal perception is suggested to be an associative
learning process (Connolly, 2014). For example, participants were
able to acquire knowledge of arbitrary audiovisual associations
through passive exposure (Seitz et al., 2007). Consistent with this
speculation, individuals with facial emotion recognition problems
are often also affected in voice emotion recognition, particularly
in the recognition of fear and anger (Scott et al., 1997). These
findings also suggested that there may be variations in the automa-
ticity of audiovisual association in the recognition of different
emotions due to differences in the amount of associative learning
and demands during daily life. Emotions such as fear and anger
may involve strong audiovisual association due to their relevance
to survival (Skuse, 2003), whereas emotions learned or developed
later in life such as disgust (Rottman, 2014; Widen & Russell,
2008, 2013) may involve weaker audiovisual association due to a
reduced amount of associative learning. For the recognition of
emotions involving strong audiovisual association, information in
one modality may automatically activate associated features in the
other modality (as demonstrated using the McGurk-like paradigm;
De Gelder & Vroomen, 2000), resulting in weak audiovisual
advantage over unimodal conditions. There may also be less

competition for attentional resources between modalities due to
the acquired association. Consequently, the interference on selec-
tive attention to diagnostic features within each modality may be
mitigated, and this phenomenon may be reflected in reduced eye-
movement pattern change between audiovisual and unimodal
conditions.

Here, we tested these hypotheses through eye tracking. Partici-
pants judged emotions of a talking-head video expressing one of
the six basic emotions (Ekman et al., 1969) in audiovisual, video-
only (without voice information), and audio-only (with a static
neutral face image) conditions. We used the eye-movement analy-
sis with hidden Markov models (EMHMM; Chuk et al., 2014)
method to analyze eye-movement data since it provides quantita-
tive measures of eye-movement pattern that take both temporal
and spatial information into account, allowing us to examine eye-
movement pattern change across different modality conditions.
We expected that while participants would have better perform-
ance in the audiovisual condition in general due to the availability
of more information, the recognition of disgust may show the larg-
est audiovisual advantage over unimodal conditions since its rela-
tively weaker audiovisual association may make the contributions
from the two modalities more independent from each other. In
contrast, for emotions involving strong audiovisual association
such as fear and anger, since information presented in a unimodal
condition may induce corresponding perceptual processes in the
other modality, there may be a smaller advantage in the audiovi-
sual condition over the unimodal conditions in recognition per-
formance. In addition, in this case, eye-movement patterns may
not change significantly across the three modality conditions due
to the strong audiovisual association. In contrast, when audiovisual
association is less automatic such as in the recognition of disgust,
voice input may interfere with eye-movement planning, and the
amount of eye-movement pattern change due to the interference
may be negatively associated with the improvement in recognition
performance due to additional voice information: the more the
eye-movement pattern changes, the less the performance improves.
Since participants’ cognitive abilities and autistic traits (E. G. Smith
& Bennetto, 2007) may also contribute to the recognition perform-
ance, these were measured as control variables in the examination of
this association.

Method

Participants

Sixty-five participants (44 women and 21 men)1 between 17
and 22 years old (M = 18.91, SD = 1.20) were recruited. Partici-
pants had similar educational backgrounds. They had normal or
corrected-to-normal vision with no self-reported cognitive disabil-
ities or psychological problems. Here, we aimed to examine
whether the modality condition effect was different among the six
emotions. A power analysis of 3 (Modality Conditions) 3 6 (Emo-
tion Conditions) repeated-measures analysis of variance (ANOVA)

1 Although our participant recruitment resulted in more female than
male participants, no significant gender difference was observed in any
of the emotion or modality conditions in either emotion recognition
performance or eye-movement pattern. Please see Supplemental Materials
A for the relevant analysis results.
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based on the means and standard deviations of the emotion recogni-
tion performance in a similar study (Livingstone & Russo, 2018)
suggested that a sample size of 30 was sufficient for testing the
interaction effect (h2 = .29, power = 1.00, a = .05; Superpower;
Lakens & Caldwell, 2021). In addition, we examined whether
eye-movement pattern change between audiovisual and unimo-
dal conditions could predict corresponding audiovisual advant-
age in recognition performance (i.e., normalized performance
difference between audiovisual and unimodal conditions; please
see details below). A power analysis of linear multiple regression
indicated that, assuming a medium effect size (f 2 = .15, power =
.80, a = .05) and one tested predictor (i.e., eye-movement pattern
change), the required sample size was 55. We recruited 65 partic-
ipants to allow for attrition. This study was approved by the
Human Research Ethics Committee of the University of Hong
Kong (reference number: EA1908013).

Materials

The materials consisted of 432 short talking-head video clips
taken from the Ryerson Audio-Visual Database of Emotional
Speech and Song (RAVDESS; Livingstone & Russo, 2018), where
the recordings were validated for emotional validity, intensity, and
genuineness. Each video clip lasted for 4,800 ms. The 432 video
clips were divided evenly into three modality conditions, with 144
clips in each condition. In the audiovisual condition, both speech
and video content were displayed; in the video-only condition, video
content was displayed without speech content; in the audio-only
condition, speech content and a static neutral face image were dis-
played. In each modality condition, the 144 clips were from 24 per-
formers, with each acting out six basic categories of emotion,
including happy, sad, angry, fearful, disgusted, and surprised
(Ekman et al., 1969; Figure 1), summing up to 144 clips. Video clips
from the same 24 performers were used in the three modality

conditions to better match the stimuli across the conditions. Partici-
pants viewed the video clips with a 60.5-cm viewing distance.
Accordingly, the width of the face in a video clip spanned about 8°
of visual angle, with the nose aligned with the center of the screen
(following, e.g., Hsiao, An, et al., 2021; Hsiao & Cottrell, 2008;
Hsiao & Liu, 2012). The same speech content “kids are talking by
the door” was used in all stimuli; the meaning of the sentence was
neutral in valence. We used acted emotional clips due to their stron-
ger intensity than spontaneous ones (Caridakis et al., 2007).

Apparatus

The eye movements of participants’ dominant eye were
recorded by an EyeLink 1000 plus eye tracker (the tower mount
model; SR Research). The tracking mode was pupil and corneal
reflection with 1,000-Hz sampling rate. In data acquisition, the
threshold for saccade motion was .1° visual angle, the threshold
for saccade acceleration was 8,000° per square second, and the
threshold for saccade velocity was 30° per second. These settings
were EyeLink defaults for cognitive research. The resolution of
the monitor (19 in.) was 1,280 3 1,024 pixels. A chinrest was
placed in front of the monitor to minimize participants’ head
movements. A Cedrus response box was used to collect behavioral
responses.

Design

The design consisted of two within-subject variables: modality
condition (audiovisual vs. video only vs. audio only) and emotion
(happy vs. sad vs. angry vs. fearful vs. disgusted vs. surprised).
The dependent variables were emotion recognition accuracy and
eye-movement pattern as assessed using EMHMM. Repeated-
measures ANOVA was used.

Figure 1
Video Captures of Six Emotions From RAVDESS

Note. Images were adapted from RAVDESS database (Livingstone & Russo, 2018) (CC
BY-NC-SA 4.0 license), which had consent obtained from the photographed individual.
See the online article for the color version of this figure.
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To test our hypothesis regarding audiovisual advantage, in a sepa-
rate analysis, we examined audiovisual advantage using either the
video-only or the audio-only condition as the baseline separately.
Specifically, we defined normalized change in performance as Nor-
malized Change = (A – B)/(jAj þ jBj), where A stands for perform-
ance in the audiovisual condition and B stands for performance in
the baseline condition, either the video-only or the audio-only condi-
tion. This measure normalized the differences in performance across
emotion conditions in the examination of audiovisual advantage.
We then examined normalized change in performance between the
audiovisual and audio-only conditions and between the audiovisual
and video-only conditions separately using repeated-measures
ANOVA with emotion as the independent variable.
In addition, to test our hypothesis about the relationship

between eye-movement pattern change and audiovisual advantage,
we examined what factors, including eye movement, cognitive
ability, and autistic trait measures, could predict the advantage of
the audiovisual condition over the video-only or audio-only condi-
tion in recognition performance through correlation and stepwise
multiple regression analyses. Autistic trait measures were included
since individuals with autism were found to have difficulty in
audiovisual integration as compared with controls (E. G. Smith &
Bennetto, 2007).

Procedure

Participants performed an emotion recognition task, followed
by cognitive ability tests including verbal and visuospatial two-
back tasks to measure their working memory capacity, the Tower
of London test to examine their executive function/planning abil-
ity, the Multitasking Test to test their task-switching ability, the
Trail Making Test to measure their visual attention and switching
ability, and the flanker task for testing their selective attention abil-
ity. They also filled in the adult version of the Autism Spectrum
Quotient (AQ) questionnaire (Baron-Cohen et al., 2001) to assess
their autistic traits. These cognitive ability and AQ measures were
included as control variables to examine whether online eye-
movement behavior could predict the advantage of the audiovisual
condition over the video-only or the audio-only condition in

recognition performance if cognitive abilities and autistic traits
were taken into account.

In emotion recognition, the 432 video clips were randomly di-
vided into 12 blocks, with an equal number of stimuli from each
emotion by modality condition combination in each block. More
specifically, each block contained 36 trials, with two trials from
each emotion by modality condition combination randomly drawn
from the 24 performers. The block order and the trial order in each
block were both randomized. Each participant received a different
randomization. The standard 9-point calibration and validation of
eye-tracking procedure was conducted before each block and
whenever drift correction error was more than 1° of visual angle.
Each trial started with a solid circle in the middle of the screen for
drift correction, followed by a fixation cross presented at the center
of one of the four quadrants of the screen at random to direct their
attention away from the center. Participants were instructed to
look at the fixation cross when it appeared, and the experimenter
pressed a key to present the video clip when a stable fixation was
observed at the fixation cross. The video clip presentation was at
the center of the screen, followed by a 500 ms blank screen. Partic-
ipants were asked to judge the emotion of the video clip from the
six emotion categories as accurately and quickly as possible by
pressing corresponding buttons. They could respond any time after
the onset of the video clip. The screen turned blank for 500 ms af-
ter the response. Response accuracy was measured, and their eye
movements when viewing the video clip were recorded and
analyzed.

In the two-back tasks (Lau et al., 2010), participants judged
whether the presented English letter/symbol location in the current
trial was the same as the one presented two trials before in the
verbal/visuospatial task, respectively. Each symbol was presented
for 1,000 ms, followed by a 2,500-ms blank screen. Accuracy and
response time (RT) were measured. Each task had 52 trials.

In the Tower of London test (L. H. Phillips et al., 2001), partici-
pants moved three discs of different colors one at a time from an
initial position to match a goal position with a minimum number
of moves (Figure 2A). Participants completed 12 trials. The total
number of moves, execution time, preplanning time before execut-
ing the first move, and total time were measured.

Figure 2
Cognitive Tests

Note. Panel A: Examples of the Tower of London test. Panel B: Stimuli used in the
Multitasking Test. See the online article for the color version of this figure.
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In the Multitasking Test (Stoet et al., 2013), four types of fig-
ures with different combinations of shapes and fillings (Figure 2B,
right) were presented one at a time in either the top or the bottom
half of a box (Figure 2B, left). Participants performed a dual task
where they judged the shape of the figure (the shape task) when
the figure was shown in the top half and judged the filling (the
number of dots) of the figure (the filling task) when it was in the
bottom half. The figure was presented for 2,500 ms, followed by a
500-ms blank screen. A shape-only and a filling-only task were
tested sequentially before the dual task to measure the baseline
performance without task switching. The switching ability was
measured as the RT in the dual task minus the average RT during
the two no-switching tasks.
In the Trail Making Test (Reitan, 1958), in Part A, participants

connected 25 circles from number 1 to 25 sequentially. In Part B,
they connected 24 circles with alternating numbers and English
letters in sequential order. The RT was recorded separately for the
two parts.
In the flanker task (Ridderinkhof et al., 1999), participants

judged the direction of an arrow flanked by four other arrows. In
congruent trials, the flanking arrows pointed in the same direction
as the target arrow, whereas in incongruent trials, they pointed in
the opposite direction. In neutral trials, the flankers were nondirec-
tional symbols. Their accuracy and RT were measured.
A 50-item AQ was adopted to measure autistic traits (Baron-

Cohen et al., 2001). Each item was scored from 1 to 4, and higher
scores corresponded with more autistic-like behavior. Participants’
autistic traits were assessed using the scores of three subscales
including Social Skills, Communication/Mindreading, and Details/
Patterns, as recommended by English et al. (2020) according to
their psychometric analysis. English et al. (2020) reported accepta-
ble composite score reliability for the three subscales (Social Skills
and Details/Patterns . .70; Communication/Mindreading = .67).

Eye-Movement Data Analysis

Eye-movement data were first aligned according to the center
point between the two eyes across videos. EMHMM (Chuk et al.,
2014) was then used to analyze eye-movement data in order to
quantify similarities among individual eye-movement patterns,
taking both temporal and spatial dimensions of eye movements
into account (see also Chuk et al., 2020; Hsiao, Lan, et al., 2021).
It has been used to quantify eye-movement patterns in a variety of
visual tasks, including face recognition (e.g., An & Hsiao, 2021;
C. Y. H. Chan et al., 2018; Chuk, Chan, & Hsiao, 2017; Chuk,
Crookes, et al., 2017; Zheng, Chen, et al., 2022), face matching
(Hsiao, An, et al., 2021), face emotion recognition (Zhang et al.,
2019), passive viewing of faces and images (F. H. F. Chan, Barry,
et al., 2020; F. H. F. Chan, Jackson, et al., 2020; F. H. F. Chan
et al., 2022; F. H. F. Chan, Suen, et al., 2020; Cho et al., 2022a,
2022b, 2022c), gaze perception (S. K. W. Chan et al., 2022), sus-
tained attention to response (Lee et al., 2021), website viewing
(Eckhardt et al., 2013), video viewing (Zheng, Ye, & Hsiao,
2022), scene perception (Hsiao, Lan, et al., 2021), reading (Liao
et al., 2022), and visual search (Hsiao, Chan, et al., 2021).
EMHMM is based on the assumption that the current fixation in a
visual task is conditioned on the previous fixation, and thus eye
movements in the task may be considered a Markovian stochastic
process, which can be better understood using hidden Markov

models (HMMs). Using this approach, a participant’s eye move-
ments in each of the modality condition and emotion combinations
were summarized using an HMM (a type of time-series statistical
model in machine learning), including person-specific regions of
interest (ROIs) and transition probabilities among the ROIs. The
hidden states of the HMM corresponded to the ROIs, with Gaus-
sian emissions corresponding to fixation locations. The parameters
of the HMM were estimated from the participant’s eye-movement
data using the variational Bayesian expectation maximization
algorithm, with the optimal number of ROIs determined through a
variational Bayesian approach. Specifically, we used 1–6 ROIs as
the preset range of ROIs for training individual HMMs. Each
model with a specific number of ROIs was trained for 300 times,
and the model with the highest data log-likelihood was used for
the analysis. Since previous studies using EMHMM on face or fa-
cial expression recognition typically had a range of 2–4 ROIs as
the median number of ROIs (e.g., An & Hsiao, 2021; C. Y. H.
Chan et al., 2018; Chuk, Crookes, et al., 2017; Zhang et al., 2019),
we used 1–6 ROIs as the preset range to ensure a good coverage
of variations among individual data.

Following previous studies (e.g., An & Hsiao, 2021; C. Y. H.
Chan et al., 2018; Chuk et al., 2014; Chuk, Chan, & Hsiao, 2017;
Zhang et al., 2019), the resulting 1,170 individual HMMs (18
models for each participant) were clustered into two representative
groups based on their similarities through the variational hierarchi-
cal expectation maximization algorithm (Coviello et al., 2014).
Note that a new variational Bayesian hierarchical expectation
maximization methodology that uses Bayesian methods to deter-
mine the optimal number of clusters (Lan et al., 2021) also sug-
gested two as the optimal number of clusters in the current data. In
addition, this new methodology suggested two as the optimal num-
ber of ROIs used in the representative models of the group pat-
terns. Thus, we set the number of ROIs to two accordingly, which
was also the median number of ROIs among individual models.
(The number of ROIs in individual models was also determined
automatically through a variational Bayesian approach, and thus
different models may have different numbers of ROIs.) The clus-
tering algorithm was run for 300 times with different initializa-
tions, and the result with the highest data log-likelihood was used
for the analysis. The similarity of an individual’s eye-movement
pattern to a resulting representative group pattern then was quanti-
fied using the log-likelihood of the data being generated by the
HMM of the representative pattern. To measure participants’ eye-
movement pattern in each condition along the dimension of the
two representative group patterns, we defined A-B scale as A-B
Scale = (A – B)/(jAj þ jBj), where A stands for the log-likelihood
of the participant’s eye-movement data being classified as the first
pattern and B stands for the log-likelihood of the data being classi-
fied as the second pattern. A more positive A-B scale value indi-
cates higher similarity to the first pattern as opposed to the second
pattern (e.g., An & Hsiao, 2021; Chan et al., 2018; Hsiao, An,
et al., 2021; Hsiao, Chan, et al., 2021; Hsiao et al., 2022).

Transparency and Openness

We report how we determined our sample size, all manipula-
tions, and all measures in the study. Data were analyzed using
SPSS (Nie et al., 1975) and Jamovi (S�ahin & Aybek, 2019). Data
and materials of this study can be found on the Open Science
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Framework at https://osf.io/7wjcp/. Some of the data and ideas in
the article were presented at the Annual Meeting of the Cognitive
Sciences Society in 2020 (Zheng & Hsiao, 2020). The study
design and analysis were not preregistered.

Results

In emotion recognition accuracy,2 there was a main effect of
modality condition, F(2, 128) = 429.44, p , .001, h2 = .87, 90%
confidence interval (CI) [.84, .89]:3 Participants had higher accu-
racy in the audiovisual than the video-only condition, t(64) =
13.21 p , .001, d = 2.20, 95% CI [1.74, 2.64], and in the video-
only than the audio-only condition, t(64) = 16.05, p , .001, d =
1.76, [.88, 2.64]. A significant main effect of emotion was also
found, F(5, 320) = 66.52, p , .001, h2 = .51, 90% CI [.44, .55].
People had the best performance in recognizing anger, followed
by sadness, happiness and surprise, and disgust. They performed
the worst in recognizing fear. There was an interaction between
modality condition and emotion, F(10, 640) = 52.66, p , .001,
h2 = .45, [.40, .48]. We then examined the modality condition
effect in different emotions separately (see Figure 3). Repeated-
measures ANOVA showed a significant modality condition effect
in the recognition of all emotions, including happiness, F(2,
128) = 277.76, p , .001, h2 = .81, [.76, .84]; sadness, F(2, 128) =
29.83, p , .001, h2 = .32, [.20, .41]; anger, F(2, 128) = 26.83,
p , .001, h2 = .30, [.18, .39]; fear, F(2, 128) = 38.00, p , .001,
h2 = .37, [.26, .46]; disgust, F(2, 128) = 119.72, p , .001, h2 =
.65, [.57, .71]; and surprise, F(2, 128) = 31.45, p , .001, h2 = .33,
[.22, .42]. For happiness, participants’ performance did not differ
between the audiovisual and video-only conditions, t(64) = �1.74,
p = .087, d = �.22, 95% CI [�.31, �.11], but was higher in the
video-only than audio-only condition, t(64) = 18.78, p , .001, d =
2.33, [1.16, 3.49]. This suggested that they mainly relied on visual
information for the recognition of happiness. For disgust, partici-
pants were significantly more accurate in the audiovisual than

video-only condition, t(64) = 11.10, p , .001, d = 1.38, [.69,
2.07], and in the video-only than audio-only condition, t(64) =
7.25, p , .001, d = .90, [.45, 1.35]. This indicated that visual in-
formation was more informative than audio information, and the
combination of the two led to the best recognition. For the other
emotions, while the best performance was achieved in the audiovi-
sual condition, there was no significant difference between video-
only and audio-only conditions, suggesting that emotional face
and voice information were similarly informative.

To further understand what led to the differences among modal-
ity conditions in disgust recognition, we examined the responses
participants made toward disgusted stimuli. A 3 (Modality Condi-
tion: audiovisual vs. video only vs. audio only) 3 6 (Response
Type: happy vs. sad vs. angry vs. fearful vs. disgusted vs. sur-
prised) repeated-measures ANOVA showed a main effect of
response type, F(5, 320) = 166.91, p , .001, h2 = .72, 90% CI
[.68, .75], and an interaction between modality condition and
response type, F(10, 640) = 12.69, p , .001, h2 = .17, [.11, .20].
Post hoc t tests showed that disgust was misidentified as other
response types more frequently in the audio-only condition than in
the other two modality conditions, except for the case of sadness
as disgust was misidentified as sadness more frequently in the
video-only condition than the other two modality conditions (see
Figure 4). As shown in Figure 4, in the video-only condition, dis-
gusted facial information was more frequently confused with sad
facial information than other emotions (ps , .001). Thus, adding
concurrent facial information to disgusted voices (audiovisual vs.
audio-only condition) significantly reduced the frequency of misi-
dentifying disgusted voices as other emotions except for sadness.
Also, adding concurrent vocal information to disgusted faces
(audiovisual vs. video-only condition) significantly reduced the
frequency of misidentifying disgusted faces as expressing sadness.
In contrast, in the audio-only condition, disgusted voices were
more frequently misidentified as sad or angry voices than happy or
fearful voices (ps , .001) and more frequently misidentified as
surprised voices than happy voices (p , .001). A full confusion
matrix for all modality conditions and all emotion categories can
be found in Supplemental Materials B.

To examine audiovisual advantage, analysis on normalized change
in performance between the audiovisual and video-only conditions
showed a significant effect of emotion, F(5, 320) = 29.1, p , .001,
h2 = .31, 90% CI [.24, .37]: Participants had the largest performance
increase in recognizing disgust and the least in recognizing happiness
(Figure 5A). Similarly, analysis on normalized change in perform-
ance between the audiovisual and audio-only conditions showed a
significant effect of emotion, F(5, 320) = 51.6, p , .001, h2 = .45,
[.37, .50]: Participants had the largest performance increase in recog-
nizing disgust and happiness (Figure 5B). This result suggested that
the recognition of disgust involved the largest audiovisual advantage,
consistent with our hypothesis.

Figure 3
Emotion Recognition Accuracy in Different Conditions

Note. Error bars: 95% CI. See the online article for the color version of
this figure.
*** p , .001.

2 The recognition accuracy of this study had an excellent split-half
reliability according to Spearman-Brown coefficient (Parsons et al., 2019),
rsb = .93. It also has acceptable to excellent split-half reliability across
individual conditions: audiovisual condition, rsb = .86; audio-only condition,
rsb = .88; video-only condition, rsb = .78; fear, rsb = .92; sadness, rsb = .82;
disgust, rsb = .88; surprise, rsb = .89; happiness, rsb = .75; anger, rsb = .68.

3 Ninety-percent CI instead of 95% CI is reported for F tests since F
tests are one sided (Steiger, 2004).
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In eye-movement data, we discovered two representative patterns
as the result of clustering: the nose-focused and eyes-focused patterns
(see Figure 6), consistent with a previous EMHMM study on emotion
recognition using static face images (Zhang et al., 2019). Participants
adopting the nose-focused pattern typically started a trial with a fixa-
tion in the nose region/red ROI (99%) and remained looking at the
same region afterward (97%), with a small possibility (3%) to transit
to the mouth region/green ROI. In contrast, participants adopting the
eyes-focused pattern had 94% possibility to first look at the center of
the eye region/red ROI and remained looking at the same region after-
ward. Occasionally (6%), they started from the left eye/green ROI
and remained there afterward (94%) or switched to the center of the
eye region/red ROI. The two patterns differed significantly (Chuk
et al., 2014): Data from those using the nose-focused pattern were
more likely to be generated by the nose-focused than eyes-focused
HMM, t(446) = 17.08, p , .001, d = .81, 95% CI [.40, 1.21], and
data from those with the eyes-focused pattern were more likely to be
generated by the eyes-focused than nose-focused HMM, t(722) =
49.47, p , .001, d = 1.84, [1.30, 2.76]. For current purposes, we
referred to the A-B scale for quantifying participants’ eye-movement
pattern as the nose-eyes scale, with a higher nose-eyes scale indicates
higher similarity to the nose-focused pattern.4

The results on the nose-eyes scale showed no main effect of mo-
dality condition, F(2, 128) = 2.52, p = .085, h2 = .04, 90% CI [.00,
.10]. There was a main effect of emotion, F(5, 320) = 37.98,
p, .001, h2 = .37, [.30, .43]: Participants had a more nose-focused
pattern when recognizing fear, followed by happiness and surprise;
they adopted a more eyes-focused pattern for disgust, followed by
sadness and anger. This emotion effect interacted with modality
condition, F(10, 640) = 31.08, p , .001, h2 = .33, [.27, .36]. We
then examined the modality condition effect in different emotions
separately (see Figure 7) using repeated-measures ANOVA. Inter-
estingly, no significant difference among the three modality condi-
tions was observed in happiness, F(2, 128) = .59, p = .558, h2 ,
.01, [.00, .04]; sadness, F(2, 128) = .31, p = .733, h2 , .01, [.00,
.29]; anger, F(2, 128) = .46, p = .632, h2 , .01, [.00, .04]; fear,
F(2, 128) = 2.38, p = .096, h2 = .04, [.00, .09]; and surprise, F(2,

128) , .01, p = .997, h2 , .01, [.00, .00]. In contrast, in disgust, a
significant modality condition effect was observed, F(2, 128) =
50.10, p , .001, h2 = .44, [.33, .52]: Eye-movement pattern in the
audio-only condition was more nose focused than the audiovisual
condition, t(64) = 3.37, p = .001, d = .42, 95% CI [.21, .63], and in
the video-only condition was more eyes focused than the audiovi-
sual condition, t(64) = �10.49, p , .001, d = �1.30, [�1.84,
�.65]. This result was consistent with our hypothesis that for emo-
tions with strong audiovisual association, information in one mo-
dality may activate associated information in the other modality
automatically, resulting in similar eye-movement patterns across
the three modality conditions. In contrast, for emotions with weak
audiovisual association such as disgust, adding voice information
to the video makes eye movements focus less on the diagnostic eye
region. (To compare with the results using a predefined ROI
approach, please refer to Supplemental Materials C).

The stepwise multiple regression analysis predicting normalized
change in accuracy between the audiovisual and video-only condi-
tions was conducted using normalized change in nose-eyes scale
between the two conditions and all cognitive test performance and
autistic trait measures.5 The results showed that normalized
change in nose-eyes scale was the only significant predictor, b =
�.32, p = .009, accounting for a significant portion of variance,
F(1, 63) = 7.29, p = .009, R2 = .10, 90% CI [.02, .23]. The tests for
multicollinearity indicated a low level of multicollinearity (toler-
ance = 1.000). It indicated that the less the eye-movement pattern
changed, the larger the accuracy increased in the audiovisual con-
dition over the video-only condition. A similar stepwise regression
analysis predicting normalized change in accuracy between the
audiovisual and audio-only conditions was conducted. The result
showed that normalized change in nose-eyes scale was not a sig-
nificant predictor; instead, significant predictors included execu-
tion time of the Tower of London test, b = .32, p = .011, and AQ
Details/Patterns, b = .29, p = .021, accounting for a significant por-
tion of variance, F(2, 64) = 5.11, p = .009, R2 = .14, [.02, .25]. The
tests for multicollinearity indicated a low level of multicollinearity
for both execution time of the Tower of London test (tolerance =
.949) and AQ Details/Patterns (tolerance = .949). It suggested that

Figure 4
Percentage of Different Responses Made When a Disgusted
Emotion Was Presented in Different Modality Conditions

Note. Error bars: 95% CI. See the online article for the color version of
this figure.
* p , .05. ** p , .01. *** p , .001.

4 The nose-eyes scale measured through EMHMM had an excellent
split-half reliability, rsb = 1.00. It also has excellent split-half reliability
across individual conditions: video-only condition, rsb = 1.00; audiovisual
condition, rsb = .99; audio-only condition, rsb = .99; fear, rsb = .98; sadness,
rsb = .99; disgust, rsb = .99; surprise, rsb = .99; happiness, rsb = .99; anger,
rsb = .98.

5 The reliability of cognitive and autistic trait measures in the current
data were examined. N-back tasks had acceptable to excellent split-half
reliability: visual-spatial task: rsb = .84 for accuracy, rsb = .95 for RT;
verbal task: rsb = .77 for accuracy, rsb = .94 for RT. The flanker task has
acceptable to excellent split-half reliability: congruent trials: rsb = .87 for
accuracy, rsb = .90 for RT; incongruent trials: rsb = .72 for accuracy, rsb =
.90 for RT. The Tower of London test had acceptable split-half reliability:
total time, rsb = .59; planning time, rsb = .78; executing time, rsb = .52.
Multitasking ability as measured in the Multitasking Test had poor to
acceptable split-half reliability: rsb = .46 for accuracy, rsb = .69 for RT. The
split-half reliability of the Trail Making Test could not be estimated from
the current data; however, previous studies have reported good test-retest
reliability (Giovagnoli et al., 1996). AQ measures had acceptable to good
split-half reliability: Communication/Mindreading, rsb = .77; Social Skills,
rsb = .88; Details/Patterns, rsb = .72. We used rsb = .50 as a cutoff to remove
measures with low reliability from the analysis (multitasking accuracy was
removed accordingly).
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the lower the executive function ability and the higher the autistic
traits in Details/Patterns, the larger the accuracy increase in the audio-
visual condition over the audio-only condition. As the recognition ac-
curacy data (see Figure 3) suggested that audio information was less
informative than visual information in disgust recognition, those who
had lower executive function ability and higher autistic traits in
Details/Patterns may have more recognition difficulty and conse-
quently benefit more from the availability of the more informative
visual information in the audiovisual condition relative to the audio-
only condition.

Discussion

Recent research has suggested that emotion recognition involves
strong audiovisual association due to its multimodal nature and

high demands on accuracy and efficiency (Young, 2018; Young
et al., 2020). We hypothesized that in dynamic emotion recognition
with both voice and face information, different emotions may differ
in the automaticity of audiovisual association, resulting in differen-
tial audiovisual information processing. Specifically, for emotions
with strong audiovisual association, information in one modality
may activate associated information in the other modality automati-
cally, leading to weaker audiovisual advantages. In contrast, for
emotions with weak audiovisual association, competition for atten-
tional resources between the two modalities will interfere with
selective attention to diagnostic features: the larger the interference,
the smaller the audiovisual advantage.

Our results showed that among the six basic emotions, disgust
had the largest audiovisual advantage over either the video-only or
the audio-only condition. Also, participants’ eye-movement

Figure 5
The Normalized Change in Performance (Audiovisual Advantage) Between the Audiovisual and (A)
Video-Only and (B) Audio-Only Conditions for Different Emotion Categories

Note. Error bars: 95% CI. In both cases, the recognition of disgust had the largest audiovisual advantage.
* p , .05. ** p , .01. *** p , .001.

Figure 6
The Nose-Focused (Left) and Eyes-Focused (Right) Patterns

Note. Ellipses show ROIs as two-dimensional Gaussian emissions. The table shows transition
probabilities among the ROIs. Priors show the probabilities that a fixation sequence starts from
the ellipse. The image in the middle shows the ROI assignments of the raw fixations (sub-
sampled 10% of the fixations with 0.8 transparency to better visualize the fixation distributions).
The assignment of fixations to the ROIs was based on the ROI sequence with the largest poste-
rior probability given the fixation sequence. The image on the right shows the corresponding
heatmap. Images were adapted from RAVDESS database (Livingstone & Russo, 2018) (CC
BY-NC-SA 4.0 license), which had consent obtained from the photographed individual. See the
online article for the color version of this figure.
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pattern did not change significantly across the three modality con-
ditions in the recognition of all emotions except for disgust. This
result suggested that in all basic emotions except for disgust, con-
current vocal information improved recognition performance with-
out interfering with eye-movement planning for diagnostic facial
features. Interestingly, even in the audio-only condition, where
participants viewed a static neutral face with emotional voice, they
showed similar eye movements to the audiovisual or video-only
conditions, demonstrating mandatory audiovisual association. This
result is consistent with the literature on multimodal mental im-
agery (Nanay, 2018), which suggests that perceptual processing in
one sensory modality can be triggered by stimulation in another.
When diagnostic facial and vocal features are consistently used to-
gether for emotion recognition, they become highly associated,
and thus vocal input alone can trigger eye movement for corre-
sponding facial features. Indeed, Schurgin et al. (2014) showed
that people could plan eye movements for diagnostic features of a
given emotion when viewing a neutral face. Previous patient stud-
ies have suggested strong audiovisual association in fear and anger
recognition (Scott et al., 1997). Our results further demonstrated
strong audiovisual association in happiness, sadness, and surprise
recognition.
In contrast, in disgust recognition, participants’ eye movements in

the audiovisual condition were less eyes focused than the video-only
condition and more eyes focused than the audio-only condition.
Since diagnostic facial features for disgust recognition, including
squinting eyes and wrinkled nose (Green & Guo, 2018; Rottman,
2014; Schyns et al., 2007; M. L. Smith et al., 2005), are better cov-
ered in the eyes-focused pattern (which covers both the eye and
nose regions; Figure 6), this result suggested that vocal information
interfered with eye-movement planning, resulting in a less eyes-
focused pattern in the audiovisual than video-only condition. Interest-
ingly, this eye-movement pattern change uniquely predicted the
performance change between the two conditions with cognitive abil-
ities controlled: Those whose online eye-movement behavior was
affected the least benefited the most from concurrent vocal

information. Indeed, the errors participants made in the video-only
condition most often involved misidentifying disgust as sadness, and
adding concurrent vocal information significantly reduced the fre-
quency of this misidentification (see Figure 4). As diagnostic facial
features for sadness recognition are around the eye and eyebrow
regions (Schurgin et al., 2014; Schyns et al., 2007; M. L. Smith et al.,
2005) and the moving mouth of our talking-head stimuli may have
made visual features around the mouth less salient for emotion identi-
fication, a shift to adopt a more nose-focused pattern (which covers
the nose and mouth regions) may have been suboptimal. Note also
that in the audio-only condition, disgusted voices were most often
confused with sad and angry voices, followed by surprised voices
(Figure 4; see also Widen & Russell, 2013). Since the diagnostic fa-
cial features for these emotions were also around the eye regions
(except for surprise, where the mouth region may also be diagnostic;
M. L. Smith et al., 2005), adopting a more eyes-focused pattern in
the audiovisual condition may also be beneficial for reducing the con-
fusion with these emotions from vocal information.

In contrast, in disgust recognition, the performance increase in the
audiovisual relative to audio-only condition was not predicted by
eye-movement pattern change between the two conditions. Instead,
it was best predicted by executive function ability and autistic traits
in Details/Patterns: Those who had low executive function ability
and higher autistic traits in Details/Patterns benefited more with the
addition of visual information, which was more informative than au-
ditory information in disgust recognition (see Figure 3). We specu-
lated that this phenomenon may be because those with lower
executive function ability and higher autistic traits in Details/Patterns
may have more difficulty in disgusted voice recognition and conse-
quently benefit more from concurrent visual information. Consistent
with this speculation, emotion recognition from speech prosody is
shown to be associated with socioemotional adjustment and cogni-
tive and self-regulation abilities in children (Neves et al., 2021), sug-
gesting the role of executive function. Individuals with autism
spectrum disorder are reported to have impaired vocal emotion rec-
ognition as compared with matched controls, and this impairment is
associated with autism spectrum disorder traits and symptoms
(Schelinski & von Kriegstein, 2019). In addition, higher autistic
traits in attention to detail in healthy adults are found to be associ-
ated with better performance in face recognition through the media-
tion of increased looking at eyes (Davis et al., 2017). This result
suggested that participants with higher autistic traits in Details/Pat-
terns in our study may have benefited more from concurrent visual
information in the recognition of disgusted voices due to better abil-
ity to obtain diagnostic facial information from the eye region.

Among the six basic emotions, disgust is learned and developed
the latest in life, with a majority of children as old as 7 years of
age still misidentify a disgusted expression as angry (Rottman,
2014; Widen & Russell, 2008, 2013). Thus, it may involve a
smaller amount of associative learning for audiovisual informa-
tion. Consequently, disgust recognition may involve weaker
audiovisual association than the other emotions, resulting in the
observed audiovisual effects. Note that here we used speech stim-
uli with emotional voice, which differed from some diagnostic
vocalizations of disgust such as “yuk!” and “ugh!” (M. L. Phillips
et al., 1998). These diagnostic vocalizations may have stronger
audiovisual association with facial features of disgust than emo-
tional voice. In addition, these vocalizations of disgust may lead to
more diagnostic facial features for disgust recognition around the

Figure 7
Nose-Eyes Scale in Different Conditions

Note. Error bars: 95% CI. See the online article for the color version of
this figure.
*** p # .001.
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mouth region, which may consequently change participants’ eye-
movement patterns. Future work will examine these possibilities.
Our results suggested that the automaticity of audiovisual asso-

ciation modulates eye movements and performance in emotion
recognition. This finding has important implications for cognitive
tasks involving audiovisual information processing. For example,
person identification is argued to have weaker audiovisual associa-
tion than emotion recognition since face and voice identities do
not change over time and are often identified separately (Young,
2018; Young et al., 2020). Indeed, people who have face identifi-
cation problems (prosopagnosia) typically have deficits specific to
the visual modality and do not have difficulties in identifying fa-
miliar people by voice (Barton & Corrow, 2016). Accordingly,
similar to disgust recognition, concurrent voice information may
interfere with eye-movement planning for face identification, and
those whose eye movements are less interfered may benefit more
from concurrent voice information. Similarly, in multimedia learn-
ing, inputs from two modalities that have strong association, such
as auditory narratives and corresponding visual subtitles, typically
facilitate learning, whereas those with weak association may com-
pete for attentional resources, and the performance may depend on
one’s online information extraction strategy as revealed in eye-
movement behavior (Zheng, Ye, & Hsiao, 2022). In a separate,
explorative analysis, we found that none of the cognitive ability
measures used here could predict participants’ eye-movement pat-
tern change between the audiovisual and video-only conditions.
Thus, it remains unclear what cognitive abilities are associated
with being less interfered by concurrent auditory information in
eye-movement planning. It may be related to auditory working
memory or other executive functions not measured here, and this
requires further investigation.
Note that in the current study, we examined vocal emotion rec-

ognition using speech stimuli instead of nonverbal vocalization in
order to enhance social relevance of the stimuli. Indeed, Neves
et al. (2021) showed that in contrast to speech stimuli, emotion
recognition of nonverbal vocalization stimuli was not associated
with socioemotional adjustment ability in children. Future work
may examine whether the audiovisual association effects reported
here can also be observed in emotion recognition in nonverbal
vocalization. In addition, while the talking-head videos from the
RAVDESS data set (Livingstone & Russo, 2018) have been vali-
dated for emotional validity, the meaning of the speech content
used in the stimuli “kids are talking by the door” was assumed to
have a neutral valence without being verified by human rating. To
rule out the possible influence from semantic processing of the
speech, future work may consider using pseudolinguistic sentences
such as those used in the Emotion Recognition in Multiple Modal-
ities test (Laukka et al., 2021) or the Geneva Emotion Recognition
Test (Schlegel et al., 2014; Schlegel & Scherer, 2016).
One limitation of the current study was that in order to examine

how emotional voices change participants’ eye-movement pattern
for viewing (neutral) faces, in the audio-only condition, a static
neutral face was presented together with emotional voices. Thus, it
involved multimodal inputs, although the visual input did not pro-
vide information about the emotion. In contrast, the video-only
condition involved unimodal input since no voice stimulus was
presented. Thus, the observed performance difference between the
audiovisual and audio-only condition did not reflect difference
between multimodal versus unimodal processing. Rather, it reflected

difference when visual information provided useful versus neutral in-
formation. Thus, our results were not able to be directly compared
with previous studies examining performance difference between
multimodal versus unimodal conditions. Another limitation of the
study was that participants were asked to respond as soon as they rec-
ognized the emotion in order to analyze the eye-movement data that
were relevant to their emotion recognition response. Thus, we were
not able to control for the amount of time participants viewed the
stimuli in the analysis of emotion recognition accuracy and eye-
movement pattern. Future work may examine whether similar results
can be obtained when participants are given a fixed stimulus viewing
time.

In conclusion, here we show that audiovisual information proc-
essing in emotion recognition depends on the automaticity of
audiovisual association of the emotion. For emotions with strong
association, information in one modality may activate associated
information in the other modality, leading to a weaker audiovisual
advantage and similar eye-movement patterns for viewing faces
even when diagnostic features were only available in the auditory
modality. In contrast, for emotions with weak association such as
disgust, although they typically involve larger audiovisual advan-
tages, concurrent vocal information may interfere with online eye-
movement planning for diagnostic facial information, and those
whose eye-movement behavior is affected less can benefit more
from concurrent vocal information. This finding not only informs
differential audiovisual information processing in the recognition
of different emotions but also has important implications for ways
to enhance learning in audiovisual/multimedia environments.
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